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Krawczyk operator revised

Sergey P. Shary∗

Abstract. For solution existence tests based on Brouwer fixed point theorem, we propose
modifications that make use, first, of the idea of bicentered interval extension of functions
and, second, of the restriction of the test domain to the boundary of the box only. Being
applied both separately and in combination with each other, they allow one to substantially
increase the efficacy of computational procedures for verified solution of equations systems
by interval techniques.

Introduction

In nonlinear analysis, the following fact is well-known

Brouwer fixed point theorem [1]. Let D ⊆ Rn be a convex compact set. If
Φ : D → Rn is a continuous function that maps D into itself, i. e.

Φ(D) ⊆ D, (1)

then Φ has a fixed point x? on D, such that x? = Φ(x?).

Every system of n equations and n
unknown variables

F (x) = 0, (2)

F (x) =
(
F1(x), F2(x), . . . , Fn(x)

)>,
x = (x1, x2, . . . , xn)>, can be reduced
to equivalent recurrent form

x = Φ(x) (3)
Figure 1. Illustration of Brouwer fixed

point theorem

with Φ(x) = x − ΛF (x), where Λ is a nonsingular n × n-matrix. Because of this,
Brouwer fixed point theorem and its generalizations have been often used for prov-
ing existence of solutions to equations and systems of equations. These applications
were, nevertheless, mainly of theoretical character since finding the image of a set
under the action of a mapping is not an easy task. It could be resolved analyti-
cally in very few special cases. The situation radically changed after appearance
of interval analysis, a mathematical discipline that makes it possible to operate,
on computers, sets of small and moderate constructive complexity, through estab-
lishing arithmetical and analytical operations, relations, etc., between these sets as
individual entities.
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1. Interval methods for the solution of equations

In our text, the interval notation adheres to the recently adopted project of the
international standard [5]. Specifically, we designate intervals and interval objects
(vectors, matrices, functions) by boldface letters. IR stands for classical interval
arithmetic [7, 8] or its support, that is, the set of closed intervals of the real axis R.
IRn means the set of n-dimensional interval vectors, whose geometric images are
axes aligned boxes in Rn.

In interval analysis, estimating the image of a set under the action of a mapping
takes a specific form, being associated with a problem of computing the so-called
interval extension of a function.

Definition 1 [7, 8]. Interval function f : IRn → IRm is called interval extension
of a real function f : Rn → Rm, if

1) f(x) = f(x) for any x ∈ Rm from the domain of f ,

2) f(x) is inclusion monotonic, i.e., x,y ∈ IRn, x ⊆ y ⇒ f(x) ⊆ f(y).

Therefore, if f(x) is an interval extension of the function f(x), then always

{f(x) | x ∈ x} ⊆ f(x),

and we get an outer (by superset) estimate of the range of f over the box x ∈ IRn.
Constructing interval extensions of functions is one of the most important problems
that interval analysis deals with, and its various aspects have been being under
investigation since 1960 up to now. It makes sense to present the first result on the
subject, which is often called “the main theorem of interval arithmetic”:

Theorem 1 [7, 8]. Let f : Rn → R be a rational function of the arguments
(x1, x2, . . . , xn) = x. If, for a box x = (x1,x2, . . . ,xn), defined is the result f(x)
of substituting the intervals x1,x2, . . . ,xn instead of the arguments of f(x) and
further performing the interval arithmetic operations, then

{f(x) | x ∈ x} ⊆ f(x),

that is, f(x) contains the range of values of the function f(x) on x.

The interval extension of the rational function f(x), whose construction is de-
scribed in the main theorem of interval arithmetic, is referred to as natural interval
extension fnat(x), and its values can be computed by elementary means. At the
same time, using the natural interval extensions often leads to very crude results
when estimating the ranges of functions. In this connection, more advanced forms
of interval extensions have been developed, and one of the most popular among
them is the so-called centered form. For a function f : Rn → R, the centered form
of the interval extension looks as follows:

fc(x, x̃) = f(x̃) +
n∑

i=1

gi(x, x̃)(xi − x̃i),



Krawczyk operator revised 309

where x̃ = (x̃1, x̃2, . . . , x̃n) is a “center” point, gi(x, x̃) are intervals that depend on
x̃ and x in general. In particular, gi(x, x̃) may be interval enclosures of the ranges
of partial derivatives ∂f(x)/∂xi over x. The interested reader can draw the further
information from the books [4, 7, 8], which expound the construction of interval
extensions of functions in detail.

If the tools for computing interval extensions of functions are available, we can
bypass the difficulties arising in the practical verification of the inclusion (1) in
Brouwer fixed point theorem, providing that,

• first, we restrict ourselves to considering the domains D in the form of interval
boxes, that is, requiring D ∈ IRn, and,

• second, we change the exact range of values of the function Φ over D (it may
have a complicated shape) to its outer estimate through interval extension.

Following this way, one can derive the solution existence tests by Krawczyk, Moore,
Qi, etc., which are very popular in the modern interval analysis. In the sequel, the
first one of these, proposed by West German mathematician Rudolf Krawczyk in
1969 [6], is of special interest for us. It is usually introduced as follows:

Definition 2. Let some rules be defined that assign, to any box x ∈ IRn, a point
x̃ ∈ x and a real n× n-matrix Λ, while interval n× n-matrix G is an enclosure for
the derivative F ′(x) of the function F : Rn → Rn over the box x. The mapping

K : IRn × Rn → IRn,

defined by the rule

K(x, x̃) := x̃− ΛF (x̃) + (I − ΛG)(x− x̃),

is called interval Krawczyk operator for the function F .

Krawczyk operator is nothing but the centered form of the interval extension
of the mapping Φ(x) = x − ΛF (x), which emerges in the right-hand side of the
equations system (2) after it is reduced to the reccurrent form (3).

The following important statements concerning Krawczyk operator are valid
[6–8]:

(i) every solution x? of the system F (x) = 0 within the box x is also contained
in K(x̃,x), so that x? ∈ x ∩ K(x, x̃);

(ii) if x ∩ K(x, x̃) = ∅, then the box x contains no solutions of the equations
system F (x) = 0;

(iii) if K(x, x̃) ⊆ x, then the box x contains, with certainty, at least one solution
of the system F (x) = 0;

(iv) if int x = {x ∈ Rn | xi < xi < xi for every i} is the interior of the box x,
x̃ ∈ int x and K(x, x̃) ⊆ int x, then the matrix G is strongly nonsingular
and K(x, x̃) contains exactly one solution of the system F (x) = 0.
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Using the result of the item (i), we can reduce the box which is suspected to have
a solution. The item (ii) provides us with an instrument for sifting unpromising
boxes that does not have solutions. Conversly, the items (iii) and (iv), which follow
from Brouwer fixed point theorem and further fine results, enables one to prove the
existence of the solutions and even their uniqueness.

2. Bicentered Krawczyk operator

As far as Krawczyk operator is a centered form interval extension of the mapping
Φ(x) from (3), it is amenable to all the modifications that can be applied to the
centered forms in general. A promising way to improve the quality of the enclosures
computed by the centered form of interval extensions is varying the center x̃, and
a “final” result in the direction is

Baumann theorem [5, 8]. Let a “cut-off function” cut : R × IR → R be defined
as

cut(x,x) =


x, if x ≥ x,

x, if x ≤ x,

x̃, otherwise.

Let also, for a smooth function f : Rn → R,

pi = cut
(

mid(f ′(x))i

rad(f ′(x))i
, [−1, 1]

)
, i = 1, 2, . . . , n,

and n-vectors x̌ = (x̌i), x̂ = (x̂i) be such that

x̌i = midxi − pi radxi, x̂i = midxi + pi radxi,

where f ′(x) is an interval enclosure of gradients for x ∈ x, mid and rad are mid-
point and radius of an interval. Then

1) the lower endpoint of the centered form, fc(x, x̃), attains its maximum for
x̃ = x̌,

2) the upper endpoint of the centered form, fc(x, x̃), attains its minimum for
x̃ = x̂,

3) the radius of the centered form, rad fc(x, x̃), attains its minimum for x̃ =
midx.

Baumann theorem naturally begets the so-called bicentered form of interval
extensions of functions in which we take the intersection of two ordirnary centered
interval extensions computed with respect to two optimal centers x̌ and x̂:

fbic(x) = fc(x, x̌) ∩ fc(x, x̂).

And the same idea can be applied to Krawczyk operator as well! In doing so, each
separate component with the number i should be supplied with its own optimal
centers x̌i and x̂i, i = 1, 2, . . . , n.
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An outline of the algorithm for computing bicentered form of the interval
Krawczyk operator looks as follows:

1. Compute “shifts” of the centers

pij = cut
(

mid(Φ′
ij(x))i

rad(Φ′
ij(x))i

, [−1, 1]
)

, i, j = 1, 2, . . . , n,

where Φ′
ij(x) is an interval enclosure, over x, of the derivative ∂Φi/∂xj

of the function Φ(x) = x− ΛF (x).

2. Compute the “shifted centers”

x̌i
j = midxj−pij radxj , x̂i

j = midxj +pij radxj , i, j = 1, 2, . . . , n.

3. Compute the centered forms proper:

Ki(x, x̌i) = (x̌i
i − ΛF (x̌i)) + (I − ΛG)(x− x̌i),

Ki(x, x̂i) = (x̂i
i − ΛF (x̂i)) + (I − ΛG)(x− x̂i), i = 1, 2, . . . , n.

4. Compute the bicentered Krawczyk operator:

Kbic(x) = K(x, x̌) ∩ K(x, x̂)

The statements (i)–(iv) that substantiate application of Krawczyk operator for test-
ing solutions of equations will remain valid for bicentered Krawczyk operator too.
However, we should pay a special attention to the choice of the “preconditioning”
matrix Λ: it must not be equal to the inverse of the midpoint of the derivative
enclosure matrix F ′(x), insofar as all the shifts pij are zeros in this case, and the
advantages of the bicentered form are unrealized.

3. Boundary Krawczyk operator

Brouwer fixed point theorem can be substantially strengthened:

Strengthened Brouwer fixed point theorem [3, 9]. Let D ⊆ Rn be a convex
compact set. If Φ : Rn ⊇ D → Rn is a continuous function that maps the boundary
∂D of the set D into D itself, i.e.

Φ(∂D) ⊆ D, (4)

then Φ has a fixed point x? on D, such that x? = Φ(x?).

The above formulation is really stronger than the original Brouwer fixed point
theorem since it embraces a wider class of mapplings to be verified with respect for
the existence of the fixed point. It is applicable for functions that may transform
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Figure 2. Illustration for strengthened
Brouwer fixed point theorem

Figure 3. Only boundary to be
checked instead of the whole box . . .

D into a set stretching outside D itself, and the function’s behavior only on the
boundary proves to be essential (Figure 2).

Additionally, when testing the solutions by interval techniques, checking the
condition (4) is much more beneficial than (1) from the accuracy reasons. The point
is that, for any form of interval extension, the accuracy of the interval evaluation
crucially depends on the width of the domain box. Usually, the excess width of
the interval enclosure is proportional to a certain power of the width of the box,
namely, the first power for the natural interval extension, the second power for
centered form, and so on. Meanwhile, the boundary of a box is always “thinner”
than the box itself (Figure 3).

As applied to Krawczyk operator in the property (iii), we suffice to check out its
action not on the entire box x, but only on its boundary made up from 2n pieces

(x1,x2, . . . ,xn), (x1,x2, . . . ,xn),

(x1,x2, . . . ,xn), (x1,x2, . . . ,xn),

. . . . . .

(x1,x2, . . . ,xn), (x1,x2, . . . ,xn).

Each one of the above is an (n − 1)-dimensional interval box having both the
dimension and width smaller than those of x. Therefore, we will get a more sensitive
variant of the existence test (iii) at the price of some additional labor (approximately
2n times larger).

The idea of bicentered Krawczyk operator may also be implemented to result
in further efficiency improvement.
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