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#### Abstract

This paper considers the robust stability problem for linear continuous-time descriptor systems with interval system matrices. We first derive some necessary conditions for the considered interval descriptor system to be regular, impulse-free and stable. Then, under some constraints, a necessary and sufficient condition is given by using the Kronecker product and $\mu$-analysis. © 2001 Elsevier Science B.V. All rights reserved.
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## 1. Introduction

Descriptor systems present a much wider class of systems than normal systems [2,10,13]. Recently, the robust stability problem for descriptor systems has been addressed (see [3,6,9,11] and the references therein). However, these presented results are mainly on descriptor systems with $A$-matrix having uncertainties. If the derivative matrix $E$ is perturbed, the problem is quite involved, due to the change of the rank of $E$, and this problem is seldom studied. In [4], Hu et al. study the robust stability for descriptor systems with $E$-matrix being subject to unstructured perturbations. In [5], the considered uncertainty of $E$-matrix is of the unidirectional nature.

For standard state-space systems, studies on the stability for system matrix $A$ being interval have been done (see $[12,14]$ and the references therein). For descriptor systems, the robust stability problem with system matrix $A$ being interval was considered in [8,7], and necessary and sufficient conditions were derived using different methods.

In practice, the structure and behavior of a descriptor system are directly related to the derivative matrix $E$, so it is meaningful to study uncertain descriptor systems with the matrix $E$ under possible perturbations. Motivated by these observations, we will focus in this paper on the robust stability problem for structured uncertain descriptor systems with the system matrices $E$ and $A$ being subjected to interval perturbations. By

[^0]using the technique of structured singular value and Kronecker product, we give partial solutions for the robust stability. This paper is organized as follows. In Section 2, some existing results together with preliminaries are presented. The main results are given in Section 3. This paper is concluded in Section 4.

## 2. Problem statement and preliminaries

For given $n \times n$ matrices $A^{m}=\left[a_{i j}^{m}\right]$ and $A^{M}=\left[a_{i j}^{M}\right]$ with $a_{i j}^{m} \leqslant a_{i j}^{M}$, we use $\left[A^{m}, A^{M}\right]$ to denote the interval matrix, i.e., the set of all matrices $A=\left[a_{i j}\right]$ satisfying $a_{i j}^{m} \leqslant a_{i j} \leqslant a_{i j}^{M}, i, j=1, \ldots, n$. We will use $\mu_{\Delta}(M)$ to denote the structured singular value of $M$ with respect to the set of all allowable $\Delta$. (See $[1,15]$ for mixed $\mu$-analysis.)

Consider the following uncertain linear continuous-time descriptor system

$$
\begin{equation*}
E \dot{x}(t)=A x(t), \tag{1}
\end{equation*}
$$

where $E \in\left[E^{m}, E^{M}\right]$ and $A \in\left[A^{m}, A^{M}\right]$ are interval matrices.
For a descriptor system $(E, A)$, if $\operatorname{det}(\alpha E-A) \neq 0$ for some $\alpha \in C$, then it is called regular, in which case the existence and uniqueness of the solution of the system will be guaranteed. If $\operatorname{deg} \operatorname{det}(s E-A)=\operatorname{rank} E$, then it is called impulse-free. Otherwise, it will possess impulsive modes, which are undesirable in system control. If all the poles of $\operatorname{det}(s E-A)$ lie in the open left-half complex plane, then it is said to be stable.

The following lemmas are useful in the development.
Lemma 2.1. Let $I_{n}$ and $A$ be $n \times n$ identity matrix and $m \times l$ matrix, respectively. Then we have

$$
\begin{equation*}
\operatorname{rank}\left[I_{n} \otimes A A \otimes I_{n}\right]<2 n l, \tag{2}
\end{equation*}
$$

where $\otimes$ denotes the Kronecker product.
Proof. Let the columns of $A$ be $a_{i}=\left[a_{1 i} \cdots a_{m i}\right]^{\mathrm{T}}, i=1,2, \ldots, l$. If $a_{i}=0$, then $\operatorname{rank}\left[I_{n} \otimes a_{i} a_{i} \otimes I_{n}\right]=0$. If $a_{i} \neq 0$, without loss of generality, assume that $a_{1 i} \neq 0$. We have

$$
\left.\begin{array}{rl}
\operatorname{rank}\left[I_{n} \otimes a_{i} a_{i} \otimes I_{n}\right] & =\operatorname{rank}\left[\begin{array}{lll}
a_{i} & & \\
& a_{1 i} I_{n} \\
& a_{i} & \\
& & a_{2 i} I_{n} \\
& \ddots & \\
& & a_{i}
\end{array} a_{m i} I_{n}\right.
\end{array}\right] .
$$

Thus, $\operatorname{rank}\left[I_{n} \otimes A A \otimes I_{n}\right] \leqslant \sum_{i=1}^{l} \operatorname{rank}\left[I_{n} \otimes a_{i} a_{i} \otimes I_{n}\right]<2 n l$. This completes the proof.
Lemma 2.2 ([11]). Let $E, A \in \mathbb{R}^{n \times n}$ and $\operatorname{deg} \operatorname{det}(s E-A)=\operatorname{rank} E$. If for any two eigenvalues $\lambda_{1}$ and $\lambda_{2}$ of the pair $(E, A)$, there holds $\lambda_{1}+\lambda_{2} \neq 0$, then

$$
\begin{equation*}
\operatorname{dim} \operatorname{null}(E \otimes A+A \otimes E)=(n-\operatorname{rank} E)^{2} \tag{3}
\end{equation*}
$$

where null $(\cdot)$ denotes the nullity of $(\cdot)$.
Lemma 2.2 implies the following result.
Lemma 2.3. Let $E, A \in \mathbb{R}^{n \times n}$ and $\operatorname{rank} E=r$. If the pair $(E, A)$ is regular, impulse-free and stable, then

$$
\begin{equation*}
\operatorname{rank}(E \otimes A+A \otimes E)=2 n r-r^{2} \tag{4}
\end{equation*}
$$

Proof. Note that the stability of the pair $(E, A)$ implies that for any two eigenvalues $\lambda_{1}$ and $\lambda_{2}$ of the pair $(E, A)$, there holds $\lambda_{1}+\lambda_{2} \neq 0$. Since $\operatorname{dim}(E \otimes A+A \otimes E)=n^{2}$, the result follows immediately from Lemma 2.2.

## 3. Robust stability

For system (1), Let

$$
\begin{equation*}
E_{0}=\frac{1}{2}\left(E^{m}+E^{M}\right), \quad\left[E^{m}, E^{M}\right]=E_{0}+\left[\bar{E}^{m}, \bar{E}^{M}\right] \tag{5}
\end{equation*}
$$

and

$$
\begin{equation*}
A_{0}=\frac{1}{2}\left(A^{m}+A^{M}\right), \quad\left[A^{m}, A^{M}\right]=A_{0}+\left[\bar{A}^{m}, \bar{A}^{M}\right] . \tag{6}
\end{equation*}
$$

Here, we use $N+\left[N^{m}, N^{M}\right]$ to denote that each matrix in $\left[N^{m}, N^{M}\right]$ is added with $N$. It is obvious that $N+\left[N^{m}, N^{M}\right]=\left[N+N^{m}, N+N^{M}\right]$ is still an interval matrix. Then, every entry of the matrix in $\left[\bar{E}^{m}, \bar{E}^{M}\right]$ and $\left[\bar{A}^{m}, \bar{A}^{M}\right]$ is either zero or perturbed with the symmetric interval $\left[\frac{1}{2}\left(e_{i j}^{m}-e_{i j}^{M}\right), \frac{1}{2}\left(e_{i j}^{M}-e_{i j}^{m}\right)\right]$ and $\left[\frac{1}{2}\left(a_{i j}^{m}-a_{i j}^{M}\right), \frac{1}{2}\left(a_{i j}^{M}-a_{i j}^{m}\right)\right]$, respectively. Denote $q$ and $p$ the number of perturbed entries of $E$ (and thus of [ $\left.\bar{E}^{m}, \bar{E}^{M}\right]$ ) and $A$ (and thus of $\left[\bar{A}^{m}, \bar{A}^{M}\right]$ ), respectively. For each perturbed entry in $i$ th row and $j$ th column of [ $\left.\bar{E}^{m}, \bar{E}^{M}\right]$ and $\left[\bar{A}^{m}, \bar{A}^{M}\right]$, define the matrix $\bar{E}_{i j}$ and $\bar{A}_{i j}$ by

$$
\bar{E}_{i j} \triangleq\left[\begin{array}{ccc}
0 & \cdots & 0  \tag{7}\\
\vdots & \frac{1}{2}\left(e_{i j}^{M}-e_{i j}^{m}\right) & \vdots \\
0 & \cdots & 0
\end{array}\right] \in \mathbb{R}^{n \times n}, \quad \bar{A}_{i j} \triangleq\left[\begin{array}{ccc}
0 & \cdots & 0 \\
\vdots & \frac{1}{2}\left(a_{i j}^{M}-a_{i j}^{m}\right) & \vdots \\
0 & \cdots & 0
\end{array}\right] \in \mathbb{R}^{n \times n} .
$$

Then each of the above matrices contains only one nonzero entry. Label these matrices from $E_{1}$ to $E_{q}$ and from $A_{1}$ to $A_{p}$, respectively. Then we have

$$
\begin{align*}
& {\left[E^{m}, E^{M}\right]=E_{0}+\sum_{i=1}^{q} \alpha_{i} E_{i}, \quad-1 \leqslant \alpha_{i} \leqslant 1, \quad i=1, \ldots, q}  \tag{8}\\
& {\left[A^{m}, A^{M}\right]=A_{0}+\sum_{j=1}^{p} \beta_{j} A_{j}, \quad-1 \leqslant \beta_{j} \leqslant 1, \quad j=1, \ldots, p} \tag{9}
\end{align*}
$$

Suppose $r=\operatorname{rank} E_{0}$. Then there exist two nonsingular matrices $P$ and $Q$ such that

$$
P E_{0} Q=\left[\begin{array}{cc}
I_{r} & 0  \tag{10}\\
0 & 0
\end{array}\right] \triangleq \bar{E}_{0} .
$$

Define

$$
\begin{align*}
& \bar{E}_{i} \triangleq P E_{i} Q=\left[\begin{array}{ll}
E_{11}^{(i)} & E_{12}^{(i)} \\
E_{21}^{(i)} & E_{22}^{(i)}
\end{array}\right], \quad i=1,2, \ldots, q,  \tag{11}\\
& \bar{A}_{j} \triangleq P A_{j} Q=\left[\begin{array}{ll}
A_{11}^{(j)} & A_{12}^{(j)} \\
A_{21}^{(j)} & A_{22}^{(j)}
\end{array}\right], \quad j=0,1, \ldots, p . \tag{12}
\end{align*}
$$

With the transformation matrices $P$ and $Q$, system (1) is restricted equivalent [13] to the following uncertain system:

$$
\begin{equation*}
\left(\bar{E}_{0}+\sum_{i=1}^{q} \alpha_{i} \bar{E}_{i}\right) \dot{x}(t)=\left(\bar{A}_{0}+\sum_{j=1}^{p} \beta_{j} \bar{A}_{j}\right) x(t), \tag{13}
\end{equation*}
$$

where $-1 \leqslant \alpha_{i} \leqslant 1$ and $-1 \leqslant \beta_{j} \leqslant 1$. So, to solve our problem, it suffices to study the robust stability of system (13). The following result provides some necessary conditions for system (13) to be regular, impulse-free and stable.

Theorem 3.1. If system (13) is regular, impulse-free and stable for all $-1 \leqslant \alpha_{i} \leqslant 1$ and $-1 \leqslant \beta_{j} \leqslant 1$, then all the following statements are true:
(i) $E_{22}^{(i)}=0$ for all $i=1,2, \ldots, q$.
(ii) If $E_{21}^{(i)} \neq 0$, then $E_{12}^{(i)}=0$. (If $E_{12}^{(i)} \neq 0$, then $E_{21}^{(i)}=0$.)
(iii) If $E_{21}^{(i)} \neq 0$ and $E_{12}^{(j)} \neq 0$, then $E_{21}^{(i)}\left[E_{11}^{(j)} E_{12}^{(j)}\right]=0$, and $\left[\begin{array}{l}E_{11}^{(i)} \\ E_{21}^{(i)}\end{array}\right] \quad E_{12}^{(j)}=0$.

Proof. (i) Suppose for some $k, E_{22}^{(k)} \neq 0$. We prove in the following that system (13) is not regular, impulse-free and stable for all $i=1,2, \ldots, q$.

Note that for all $i=1,2, \ldots, q$, we have rank $\bar{E}_{i}=1$. Since $E_{22}^{(k)} \neq 0$, it is easy to see that there exist two nonsingular matrices $P_{k}$ and $Q_{k}$ such that

$$
P_{k} \bar{E}_{0} Q_{k}=\bar{E}_{0}, \quad P_{k} \bar{E}_{k} Q_{k}=\left[\begin{array}{lll}
0_{r} & &  \tag{14}\\
& 1 & \\
& & 0_{n-r-1}
\end{array}\right]
$$

where $0_{r} \in \mathbb{R}^{r \times r}$ is a zero matrix. Let

$$
P_{k} \bar{A}_{0} Q_{k}=\left[\begin{array}{cc}
A_{r+1} & \times  \tag{15}\\
\times & A_{n-r-1}
\end{array}\right],
$$

where $A_{r+1} \in \mathbb{R}^{(r+1) \times(r+1)}$ and $A_{n-r-1} \in \mathbb{R}^{(n-r-1) \times(n-r-1)}$. By setting $\alpha_{i}=0(i \neq k)$ and $\beta_{j}=0$, system (13) is restricted equivalent to the system

$$
\left(\left[\begin{array}{ccc}
I_{r} & 0 & 0  \tag{16}\\
0 & \alpha_{k} & 0 \\
0 & 0 & 0_{n-r-1}
\end{array}\right],\left[\begin{array}{cc}
A_{r+1} & \times \\
\times & A_{n-r-1}
\end{array}\right]\right) .
$$

Three cases may occur.
Case 1: If $A_{n-r-1}$ is singular, then system (16) is not impulse-free for all $-1 \leqslant \alpha_{k} \leqslant 1$. Thus, system (13) and hence system (1) is not regular, impulse-free and stable for all $-1 \leqslant \alpha_{i} \leqslant 1$.

Case 2: If $\operatorname{det}\left(P_{k} \bar{A}_{0} Q_{k}\right)=0$, then it is obvious that system (16) is not stable for all $-1 \leqslant \alpha_{k} \leqslant 1$. Thus, system (13) and hence system (1) is not regular, impulse-free and stable for all $-1 \leqslant \alpha_{i} \leqslant 1$.

Case 3: If $A_{n-r-1}$ is nonsingular and $\operatorname{det}\left(P_{k} \bar{A}_{0} Q_{k}\right) \neq 0$, then the characteristic polynomial of system (16) is given by

$$
\begin{align*}
\operatorname{pol}\left(\lambda, \alpha_{k}\right) & =\operatorname{det}\left(\lambda\left[\begin{array}{ccc}
I_{r} & 0 & 0 \\
0 & \alpha_{k} & 0 \\
0 & 0 & 0_{n-r-1}
\end{array}\right]-\left[\begin{array}{cc}
A_{r+1} & \times \\
\times & A_{n-r-1}
\end{array}\right]\right) \\
& =\operatorname{det}\left(A_{n-r-1}\right) \operatorname{det}\left(\left[\begin{array}{cc}
I_{r} & 0 \\
0 & \alpha_{k}
\end{array}\right]\right) \lambda^{r+1}+\cdots+(-1)^{r+1} \operatorname{det}\left(P_{k} \bar{A}_{0} Q_{k}\right) \\
& =\alpha_{k} \operatorname{det}\left(A_{n-r-1}\right) \lambda^{r+1}+\cdots+(-1)^{r+1} \operatorname{det}\left(P_{k} \bar{A}_{0} Q_{k}\right) \tag{17}
\end{align*}
$$

It is easy to see that, for some $\alpha_{k} \in[-1,1] /\{0\}$, the signs of $\alpha_{k} \operatorname{det}\left(A_{n-r-1}\right)$ and $(-1)^{r+1} \operatorname{det}\left(P_{k} \bar{A}_{0} Q_{k}\right)$ can be opposite by selecting $\alpha_{k}>0$ or $\alpha_{k}<0$. From polynomial stability theory, $\operatorname{pol}\left(\lambda, \alpha_{k}\right)=0$ has a root in the right complex half plane, which implies that system (16) is not stable for all $-1 \leqslant \alpha_{k} \leqslant 1$. Thus, system (13) and hence system (1) is not regular, impulse-free and stable for all $-1 \leqslant \alpha_{i} \leqslant 1$. This completes the proof of (i).
(ii) Since $E_{22}^{(i)}=0$, and $\operatorname{rank} \bar{E}_{i}=1$, then $E_{21}^{(i)} \neq 0$ implies $E_{12}^{(i)}=0$. The dual case follows similarly.
(iii) With (i) and (ii) in hand, if $E_{21}^{(i)} \neq 0$ and $E_{12}^{(j)} \neq 0$, noticing that $\operatorname{rank} \bar{E}_{i}=\operatorname{rank} \bar{E}_{j}=1$, we see that there exist two matrices $T_{L}$ and $T_{R}$ with appropriate dimensions such that $E_{11}^{(i)}=T_{L} E_{21}^{(i)}$ and $E_{11}^{(j)}=E_{12}^{(j)} T_{R}$. Then, by performing row transformation to $E_{21}^{(i)}$ and column transformation to $E_{12}^{(j)}$, we can easily find two nonsingular matrices

$$
P_{i j}=\left[\begin{array}{cc}
I_{r} & T_{L} \\
0 & I
\end{array}\right] \quad \text { and } \quad Q_{i j}=\left[\begin{array}{cc}
I_{r} & 0 \\
T_{R} & I
\end{array}\right]
$$

such that

$$
P_{i j} \bar{E}_{0} Q_{i j}=\bar{E}_{0}, \quad P_{i j} \bar{E}_{i} Q_{i j}=P_{i j} \bar{E}_{i}=\left[\begin{array}{cc}
0_{r} & 0  \tag{18}\\
E_{21}^{(i)} & 0
\end{array}\right], \quad P_{i j} \bar{E}_{j} Q_{i j}=\bar{E}_{j} Q_{i j}=\left[\begin{array}{cc}
0_{r} & E_{12}^{(j)} \\
0 & 0
\end{array}\right] .
$$

Suppose that $E_{21}^{(i)} E_{12}^{(j)} \neq 0$. Let

$$
T_{i}=\left[\begin{array}{cc}
I_{r} & 0 \\
-\alpha_{i} E_{21}^{(i)} & I
\end{array}\right] \quad \text { and } \quad T_{j}=\left[\begin{array}{cc}
I_{r} & -\alpha_{j} E_{12}^{(j)} \\
0 & I
\end{array}\right]
$$

Using a method similar to that of (i) (the only difference is that $T_{i} P_{i j} \bar{A}_{0} Q_{i j} T_{j}$ is related to $\alpha_{i}$ and $\alpha_{j}$. But this does not affect the proof when $\alpha_{i}$ and $\alpha_{j}$ are sufficiently small), it can be proved that the system $\left(T_{i} P_{i j}\left(\bar{E}_{0}+\alpha_{i} \bar{E}_{i}+\alpha_{j} \bar{E}_{j}\right) Q_{i j} T_{j}, T_{i} P_{i j} \bar{A}_{0} Q_{i j} T_{j}\right)$ is not impulse-free and stable for all $-1 \leqslant \alpha_{k} \leqslant 1 \quad(k=i, j)$. This is a contradiction. So, it must hold $E_{21}^{(i)} E_{12}^{(j)}=0$. Noticing that

$$
\operatorname{rank}\left[E_{11}^{(j)} E_{12}^{(j)}\right]=\operatorname{rank}\left[\begin{array}{l}
E_{11}^{(i)} \\
E_{21}^{(i)}
\end{array}\right]=1,
$$

we have

$$
E_{21}^{(i)}\left[E_{11}^{(j)} E_{12}^{(j)}\right]=0 \quad \text { and } \quad\left[\begin{array}{l}
E_{11}^{(i)} \\
E_{21}^{(i)}
\end{array}\right] E_{12}^{(j)}=0
$$

This completes the proof.
It is seen from (i) and (ii) in the above theorem that either

$$
\left[E_{21}^{(i)} E_{22}^{(i)}\right]=0 \quad \text { or } \quad\left[\begin{array}{c}
E_{12}^{(i)} \\
E_{22}^{(i)}
\end{array}\right]=0
$$

holds. In this paper, we consider a special case, for which we will give a necessary and sufficient condition for the robust stability. The special case is based on Assumption 1.

## Assumption 1.

$$
\left[E_{21}^{(i)} E_{22}^{(i)}\right]=0 \quad \text { and } \quad\left[\begin{array}{l}
E_{12}^{(i)} \\
E_{22}^{(i)}
\end{array}\right]=0 \quad \text { for all } i=1,2, \ldots, q .
$$

The following lemma will be useful to achieve our main result.
Lemma 3.1. Suppose $\left(\bar{E}_{0}, \bar{A}_{0}\right)$ is regular, impulse-free and stable, and $\operatorname{rank}\left(\bar{E}_{0}+\sum_{i=1}^{q} \alpha_{i} \bar{E}_{i}\right) \equiv r$. Then system (13) is regular, impulse-free and stable for all $-1 \leqslant \alpha_{i} \leqslant 1$ and $-1 \leqslant \beta_{j} \leqslant 1$ if and only if

$$
\begin{align*}
& \operatorname{rank}\left(\left(\bar{E}_{0}+\sum_{i=1}^{q} \alpha_{i} \bar{E}_{i}\right) \otimes\left(\bar{A}_{0}+\sum_{j=1}^{p} \beta_{j} \bar{A}_{j}\right)+\left(\bar{A}_{0}+\sum_{j=1}^{p} \beta_{j} \bar{A}_{j}\right) \otimes\left(\bar{E}_{0}+\sum_{i=1}^{q} \alpha_{i} \bar{E}_{i}\right)\right) \\
& \quad=2 n r-r^{2} \tag{19}
\end{align*}
$$

holds for all $-1 \leqslant \alpha_{i} \leqslant 1$ and $-1 \leqslant \beta_{j} \leqslant 1$.
Proof. The necessity follows easily from Lemma 2.3. For sufficiency, we prove by contradiction. Suppose that system (13) is not regular, impulse-free and stable for all $-1 \leqslant \alpha_{i} \leqslant 1$ and $-1 \leqslant \beta_{j} \leqslant 1$. Denote

$$
\mathscr{E}(\alpha) \triangleq\left\{\bar{E}_{0}+\sum_{i=1}^{q} \alpha_{i} \bar{E}_{i} \mid-1 \leqslant \alpha_{i} \leqslant 1\right\}, \quad \mathscr{A}(\beta) \triangleq\left\{\bar{A}_{0}+\sum_{j=1}^{p} \beta_{j} \bar{A}_{j} \mid-1 \leqslant \beta_{j} \leqslant 1\right\} .
$$

We consider two cases:
Case 1: There exist $E(\alpha) \in \mathscr{E}(\alpha)$ and $A(\beta) \in \mathscr{A}(\beta)$ such that $(E(\alpha), A(\beta))$ is not regular or not impulse-free. For this case, let two nonsingular matrices $T_{1}$ and $T_{2}$ render

$$
T_{1} E(\alpha) T_{2}=\left[\begin{array}{cc}
I_{r} & 0  \tag{20}\\
0 & 0
\end{array}\right], \quad T_{1} A(\beta) T_{2}=\left[\begin{array}{ll}
A_{1} & A_{2} \\
A_{3} & A_{4}
\end{array}\right] .
$$

Then, $A_{4}$ is not of full rank. By setting rank $A_{4}=w$, we can easily find two nonsingular matrices $T_{3}$ and $T_{4}$ such that

$$
T_{3} T_{1} E(\alpha) T_{2} T_{4}=\left[\begin{array}{cc}
I_{r} & 0  \tag{21}\\
0 & 0
\end{array}\right], \quad T_{3} T_{1} A(\beta) T_{2} T_{4}=\left[\begin{array}{ccc}
A_{1} & 0 & A_{22} \\
0 & I_{w} & 0 \\
A_{32} & 0 & 0
\end{array}\right] .
$$

Hence, we have the following rank equalities:

$$
\begin{aligned}
& \operatorname{rank}(E(\alpha) \otimes A(\beta)+A(\beta) \otimes E(\alpha)) \\
& \quad=\operatorname{rank}\left(\left(T_{3} T_{1} E(\alpha) T_{2} T_{4}\right) \otimes\left(T_{3} T_{1} A(\beta) T_{2} T_{4}\right)+\left(T_{3} T_{1} A(\beta) T_{2} T_{4}\right) \otimes\left(T_{3} T_{1} E(\alpha) T_{2} T_{4}\right)\right) \\
& \quad=\operatorname{rank}\left[\begin{array}{cccc}
A_{1} \otimes I_{r}+I_{r} \otimes A_{1} & I_{r} \otimes\left[\begin{array}{lll}
0 & \left.A_{22}\right] & {\left[0 A_{22}\right] \otimes I_{r}}
\end{array}\right. \\
I_{r} \otimes\left[\begin{array}{c}
0 \\
A_{32}
\end{array}\right] & I_{r} \otimes\left[\begin{array}{cc}
I_{w} & 0 \\
0 & 0
\end{array}\right] & 0 & 0 \\
{\left[\begin{array}{c}
0 \\
A_{32}
\end{array}\right] \otimes I_{r}} & 0 & {\left[\begin{array}{cc}
I_{w} & 0 \\
0 & 0
\end{array}\right] \otimes I_{r}} & 0 \\
0 & 0 & 0 & 0
\end{array}\right] \\
& \quad \leqslant r^{2}+2 r w+\operatorname{rank}\left[I_{r} \otimes A_{22} A_{22} \otimes I_{r}\right]
\end{aligned}
$$

where the second equality can be referred to [6]. From Lemma 2.1, we obtain

$$
\begin{aligned}
\operatorname{rank}(E(\alpha) \otimes A(\beta)+A(\beta) \otimes E(\alpha)) & <r^{2}+2 r w+2 r(n-r-w) \\
& =2 n r-r^{2} .
\end{aligned}
$$

This is a contradiction.
Case 2: System (13) is impulse-free (thus regular) for all $-1 \leqslant \alpha_{i} \leqslant 1$ and $-1 \leqslant \beta_{j} \leqslant 1$. But for some matrix $E(\alpha) \in \mathscr{E}(\alpha)$ and $A(\beta) \in \mathscr{A}(\beta),(E(\alpha), A(\beta))$ is not stable. By assumption, (13) is impulse-free for all $-1 \leqslant \alpha_{i} \leqslant 1,-1 \leqslant \beta_{j} \leqslant 1$ and $\operatorname{rank}\left(\bar{E}_{0}+\sum_{i=1}^{q} \alpha_{i} \bar{E}_{i}\right) \equiv r$, hence the roots of $\operatorname{det}\left(s\left(\bar{E}_{0}+\sum_{i=1}^{q} \alpha_{i} \bar{E}_{i}\right)-\left(\bar{A}_{0}+\right.\right.$ $\left.\sum_{j=1}^{p} \beta_{j} \bar{A}_{j}\right)$ ) is continuous with respect to $\alpha_{i}$ and $\beta_{j}$. Noting that ( $\bar{E}_{0}, \bar{A}_{0}$ ) is impulse-free and stable, there must exist some $\alpha_{i}^{*}$ 's and $\beta_{j}^{*}$ 's satisfying $-1 \leqslant \alpha_{i}^{*} \leqslant 1$ and $-1 \leqslant \beta_{j}^{*} \leqslant 1$, or say $E_{*}=\bar{E}_{0}+\sum_{i=1}^{q} \alpha_{i}^{*} \bar{E}_{i}$ and $A_{*}=\bar{A}_{0}+\sum_{j=1}^{p} \beta_{j}^{*} \bar{A}_{j}$, such that ( $E_{*}, A_{*}$ ) have imaginary eigenvalues, say $\pm \omega j$ for some $\omega \in \mathbb{R}$. Now, let two nonsingular matrices $T_{1}$ and $T_{2}$ render

$$
T_{1} E_{*} T_{2}=\left[\begin{array}{cc}
I_{r} & 0  \tag{22}\\
0 & 0
\end{array}\right], \quad T_{1} A_{*} T_{2}=\left[\begin{array}{cc}
A_{r} & 0 \\
0 & I_{n-r}
\end{array}\right]
$$

with $\pm \omega j$ being eigenvalues of $A_{r}$. Thus, 0 is an eigenvalue of $A_{r} \oplus A_{r}=A_{r} \otimes I_{r}+I_{r} \otimes A_{r}$, that is,

$$
\begin{equation*}
\operatorname{rank}\left(A_{r} \oplus A_{r}\right)<r^{2} \tag{23}
\end{equation*}
$$

Then, we check that

$$
\begin{align*}
& \operatorname{rank}\left(E_{*} \otimes A_{*}+A_{*} \otimes E_{*}\right) \\
& \quad=\operatorname{rank}\left(\left(T_{1} \otimes T_{1}\right)\left(E_{*} \otimes A_{*}+A_{*} \otimes E_{*}\right)\left(T_{2} \otimes T_{2}\right)\right) \\
& \quad=\operatorname{rank}\left(\left(T_{1} E_{*} T_{2}\right) \otimes\left(T_{1} A_{*} T_{2}\right)+\left(T_{1} A_{*} T_{2}\right) \otimes\left(T_{1} E_{*} T_{2}\right)\right) \\
& \quad=\operatorname{rank}\left[\begin{array}{ccc}
A_{r} \otimes I_{r}+I_{r} \otimes A_{r} & 0 & 0 \\
0 & I_{2 n r-2 r^{2}} & 0 \\
0 & 0 & 0
\end{array}\right] \\
& \quad<r^{2}+\left(2 n r-2 r^{2}\right)=2 n r-r^{2} \tag{24}
\end{align*}
$$

which is also a contradiction. This completes the proof.
We are now in a position to give the main result.
Theorem 3.2. Suppose that Assumption 1 holds and $\left(\bar{E}_{0}, \bar{A}_{0}\right)$ is regular, impulse-free and stable. Then, $\operatorname{rank}\left(\bar{E}_{0}+\sum_{i=1}^{q} \alpha_{i} \bar{E}_{i}\right) \equiv r$ and system (13) is regular, impulse-free and stable for all $-1 \leqslant \alpha_{i} \leqslant 1$ and $-1 \leqslant \beta_{j} \leqslant 1$ if and only if any of the following holds:
(1) $\mu_{\Delta}(H)<1$,
(2) $\mu_{\bar{A}}(\bar{H})<1$,
where $H \in \mathbb{R}^{(q+2 p)\left(2 n r-r^{2}\right) \times(q+2 p)\left(2 n r-r^{2}\right)}$ and $\bar{H} \in \mathbb{R}^{(p+2 q)\left(2 n r-r^{2}\right) \times(p+2 q)\left(2 n r-r^{2}\right)}$ are as follows:

$$
\begin{align*}
& H=\left[\begin{array}{cccccccc}
F_{1} H_{0}^{-1} & \cdots & F_{1} H_{0}^{-1} & F_{1} H_{0}^{-1} & -H_{11} & \cdots & F_{1} H_{0}^{-1} & -H_{1 p} \\
\vdots & & \vdots & \vdots & \vdots & & \vdots & \vdots \\
F_{q} H_{0}^{-1} & \cdots & F_{q} H_{0}^{-1} & F_{q} H_{0}^{-1} & -H_{q 1} & \cdots & F_{q} H_{0}^{-1} & -H_{q p} \\
G_{1} H_{0}^{-1} & \cdots & G_{1} H_{0}^{-1} & G_{1} H_{0}^{-1} & 0 & \cdots & G_{1} H_{0}^{-1} & 0 \\
H_{0}^{-1} & \cdots & H_{0}^{-1} & H_{0}^{-1} & 0 & \cdots & H_{0}^{-1} & 0 \\
\vdots & & \vdots & \vdots & \vdots & & \vdots & \vdots \\
G_{p} H_{0}^{-1} & \cdots & G_{p} H_{0}^{-1} & G_{p} H_{0}^{-1} & 0 & \cdots & G_{p} H_{0}^{-1} & 0 \\
H_{0}^{-1} & \cdots & H_{0}^{-1} & H_{0}^{-1} & 0 & \cdots & H_{0}^{-1} & 0
\end{array}\right],  \tag{27}\\
& \bar{H}=\left[\begin{array}{cccccccc}
G_{1} H_{0}^{-1} & \cdots & G_{1} H_{0}^{-1} & G_{1} H_{0}^{-1} & -H_{11} & \cdots & G_{1} H_{0}^{-1} & -H_{q 1} \\
\vdots & & \vdots & \vdots & \vdots & & \vdots & \vdots \\
G_{p} H_{0}^{-1} & \cdots & G_{p} H_{0}^{-1} & G_{p} H_{0}^{-1} & -H_{1 p} & \cdots & G_{p} H_{0}^{-1} & -H_{q p} \\
F_{1} H_{0}^{-1} & \cdots & F_{1} H_{0}^{-1} & F_{1} H_{0}^{-1} & 0 & \cdots & F_{1} H_{0}^{-1} & 0 \\
H_{0}^{-1} & \cdots & H_{0}^{-1} & H_{0}^{-1} & 0 & \cdots & H_{0}^{-1} & 0 \\
\vdots & & \vdots & \vdots & \vdots & & \vdots & \vdots \\
F_{q} H_{0}^{-1} & \cdots & F_{q} H_{0}^{-1} & F_{q} H_{0}^{-1} & 0 & \cdots & F_{q} H_{0}^{-1} & 0 \\
H_{0}^{-1} & \cdots & H_{0}^{-1} & H_{0}^{-1} & 0 & \cdots & H_{0}^{-1} & 0
\end{array}\right], \tag{28}
\end{align*}
$$

with

$$
\begin{aligned}
& H_{0}=\left[\begin{array}{ccc}
A_{11}^{(0)} \otimes I_{r}+I_{r} \otimes A_{11}^{(0)} & I_{r} \otimes A_{12}^{(0)} & A_{12}^{(0)} \otimes I_{r} \\
I_{r} \otimes A_{21}^{(0)} & I_{r} \otimes A_{22}^{(0)} & 0 \\
A_{21}^{(0)} \otimes I_{r} & 0 & A_{22}^{(0)} \otimes I_{r}
\end{array}\right], \\
& F_{i}=\left[\begin{array}{ccc}
A_{11}^{(0)} \otimes E_{11}^{(i)}+E_{11}^{(i)} \otimes A_{11}^{(0)} & E_{11}^{(i)} \otimes A_{12}^{(0)} & A_{12}^{(0)} \otimes E_{11}^{(i)} \\
E_{11}^{(i)} \otimes A_{21}^{(0)} & E_{11}^{(i)} \otimes A_{22}^{(0)} & 0 \\
A_{21}^{(0)} \otimes E_{11}^{(i)} & 0 & A_{22}^{(0)} \otimes E_{11}^{(i)}
\end{array}\right], \quad i=1,2, \ldots, q, \\
& G_{j}=\left[\begin{array}{ccc}
A_{11}^{(j)} \otimes I_{r}+I_{r} \otimes A_{11}^{(j)} & I_{r} \otimes A_{12}^{(j)} & A_{12}^{(j)} \otimes I_{r} \\
I_{r} \otimes A_{21}^{(j)} & I_{r} \otimes A_{22}^{(j)} & 0 \\
A_{21}^{(j)} \otimes I_{r} & 0 & A_{22}^{(j)} \otimes I_{r}
\end{array}\right], \quad j=1,2, \ldots, p, \\
& H_{i j}=\left[\begin{array}{ccc}
A_{11}^{(j)} \otimes E_{11}^{(i)}+E_{11}^{(i)} \otimes A_{11}^{(j)} & E_{11}^{(i)} \otimes A_{12}^{(j)} & A_{12}^{(j)} \otimes E_{11}^{(i)} \\
E_{11}^{(i)} \otimes A_{21}^{(j)} & E_{11}^{(i)} \otimes A_{22}^{(j)} & 0 \\
A_{21}^{(j)} \otimes E_{11}^{(i)} & 0 & A_{22}^{(j)} \otimes E_{11}^{(i)}
\end{array}\right], \quad i=1, \ldots, q, \quad j=1, \ldots, p
\end{aligned}
$$

and $\Delta \in \mathbb{R}^{(q+2 p)\left(2 n r-r^{2}\right) \times(q+2 p)\left(2 n r-r^{2}\right)}$ and $\bar{\Delta} \in \mathbb{R}^{(p+2 q)\left(2 n r-r^{2}\right) \times(p+2 q)\left(2 n r-r^{2}\right)}$ are as follows:

$$
\begin{aligned}
& \Delta=\operatorname{diag}\left\{\alpha_{1} I_{\left(2 n r-r^{2}\right)}, \ldots, \alpha_{q} I_{\left(2 n r-r^{2}\right)}, \beta_{1} I_{2\left(2 n r-r^{2}\right)}, \ldots, \beta_{p} I_{2\left(2 n r-r^{2}\right)}\right\}, \\
& \bar{\Delta}=\operatorname{diag}\left\{\beta_{1} I_{\left(2 n r-r^{2}\right)}, \ldots, \beta_{p} I_{\left(2 n r-r^{2}\right)}, \alpha_{1} I_{2\left(2 n r-r^{2}\right)}, \ldots, \alpha_{q} I_{2\left(2 n r-r^{2}\right)}\right\} .
\end{aligned}
$$

Proof. Since $\left(\bar{E}_{0}, \bar{A}_{0}\right)$ is regular, impulse-free and stable, from Lemma 2.3, we have

$$
\operatorname{rank}\left(\bar{E}_{0} \otimes \bar{A}_{0}+\bar{A}_{0} \otimes \bar{E}_{0}\right)=\operatorname{rank} H_{0}=2 n r-r^{2}
$$

i.e., $H_{0}$ is invertible. Under Assumption 1, $\operatorname{rank}\left(\bar{E}_{0}+\sum_{i=1}^{q} \alpha_{i} \bar{E}_{i}\right) \leqslant r$. From the proof of Lemma 3.1 (or, refer to [6]), we see that $\operatorname{rank}(B \otimes C+C \otimes B) \leqslant 2 n \operatorname{rank} B-(\operatorname{rank} B)^{2}$ for any $n \times n$ matrices $B$ and $C$. Thus, if (19) holds, there must hold rank $\left(\bar{E}_{0}+\sum_{i=1}^{q} \alpha_{i} \bar{E}_{i}\right)=r$. By using Lemma 3.1, we have that, rank $\left(\bar{E}_{0}+\sum_{i=1}^{q} \alpha_{i} \bar{E}_{i}\right) \equiv r$ and system (13) is regular, impulse-free and stable for all $-1 \leqslant \alpha_{i} \leqslant 1$ and $-1 \leqslant \beta_{j} \leqslant 1$ if and only if (19) holds for all $-1 \leqslant \alpha_{i} \leqslant 1$ and $-1 \leqslant \beta_{j} \leqslant 1$, which is equivalent to

$$
\begin{equation*}
\operatorname{rank}\left(H_{0}+\sum_{i=1}^{q} \alpha_{i} F_{i}+\sum_{j=1}^{p} \beta_{j} G_{i}+\sum_{i=1}^{q} \sum_{j=1}^{p} \alpha_{i} \beta_{j} H_{i j}\right)=2 n r-r^{2} \tag{29}
\end{equation*}
$$

holds for all $-1 \leqslant \alpha_{i} \leqslant 1$ and $-1 \leqslant \beta_{j} \leqslant 1$. Note that (29) holds

$$
\Leftrightarrow \operatorname{det}\left(H_{0}+\sum_{i=1}^{q} \alpha_{i} F_{i}+\sum_{j=1}^{p} \beta_{j} G_{i}+\sum_{i=1}^{q} \sum_{j=1}^{p} \alpha_{i} \beta_{j} H_{i j}\right) \neq 0
$$

$$
\Leftrightarrow \operatorname{det}\left(H_{0}+\left[\begin{array}{llllllll}
\alpha_{1} I & \cdots & \alpha_{q} I & \beta_{1} I & \beta_{1} \sum_{i=1}^{q} \alpha_{i} H_{i 1} \cdots \beta_{p} I & \beta_{p} \sum_{i=1}^{q} \alpha_{i} H_{i p}
\end{array}\right]\left[\begin{array}{c}
F_{1} \\
\vdots \\
F_{q} \\
G_{1} \\
I \\
\vdots \\
G_{p} \\
I
\end{array}\right]\right) \neq 0
$$

$$
\Leftrightarrow \operatorname{det}\left(I+\left[\begin{array}{c}
F_{1} \\
\vdots \\
F_{q} \\
G_{1} \\
I \\
\vdots \\
G_{p} \\
I
\end{array}\right] H_{0}^{-1}\left[\begin{array}{llllll}
\alpha_{1} I & \cdots & \alpha_{q} I & \beta_{1} I & \beta_{1} \sum_{i=1}^{q} \alpha_{i} H_{i 1} \cdots & \beta_{p} I
\end{array} \beta_{p} \sum_{i=1}^{q} \alpha_{i} H_{i p}\right]\right) \neq 0,
$$

where we have used the fact $\operatorname{det}(I+X Y)=\operatorname{det}(I+Y X)$. Since

$$
\left[\begin{array}{llllll}
\alpha_{1} I \cdots \alpha_{q} I & \beta_{1} I & \beta_{1} \sum_{i=1}^{q} \alpha_{i} H_{i 1} & \cdots & \beta_{p} I & \beta_{p} \sum_{i=1}^{q} \alpha_{i} H_{i p}
\end{array}\right]
$$


the equivalence of (29) is continued as

$$
\begin{aligned}
& \operatorname{det}\left(\left(\begin{array}{cccccc}
0 & & 0 & -\beta_{1} H_{11} & & 0 \\
& -\beta_{p} H_{1 p} \\
& \ddots & \vdots & \vdots & \cdots & \vdots \\
& & 0 & 0 & -\beta_{1} H_{q 1} & \\
& & 0 & & 0 & -\beta_{p} H_{q p} \\
& & & 0 & & \\
& & & & \ddots & \\
& & & & & 0
\end{array}\right]\right. \\
& +\left[\begin{array}{c}
F_{1} \\
\vdots \\
F_{q} \\
G_{1} \\
I \\
\vdots \\
G_{p} \\
I
\end{array}\right] H_{0}^{-1}\left[\begin{array}{lllllll}
\alpha_{1} I & \cdots & \alpha_{q} I & \beta_{1} I & 0 & \cdots & \beta_{p} I \\
& 0
\end{array}\right] \neq 0
\end{aligned}
$$



Thus, the result in (25) follows because $\operatorname{det}(I+H \Delta) \neq 0$ for all $-1 \leqslant \alpha_{i}, \beta_{j} \leqslant 1$ if and only if $\mu_{\Delta}(H)<1$.
For (26), note that (29) is also equivalent to

$$
\operatorname{det}\left(H_{0}+\sum_{i=1}^{q} \alpha_{i} F_{i}+\sum_{j=1}^{p} \beta_{j} G_{i}+\sum_{i=1}^{q} \sum_{j=1}^{p} \alpha_{i} \beta_{j} H_{i j}\right) \neq 0
$$

$$
\Leftrightarrow \operatorname{det}\left(H_{0}+\left[\begin{array}{lllllll}
\beta_{1} I & \cdots & \beta_{p} I & \alpha_{1} I & \alpha_{1} \sum_{j=1}^{p} \beta_{j} H_{1 j} & \cdots & \alpha_{q} I
\end{array} \alpha_{q} \sum_{j=1}^{p} \beta_{j} H_{q j}\right]\left[\begin{array}{c}
G_{1} \\
\vdots \\
G_{p} \\
F_{1} \\
I \\
\vdots \\
F_{q} \\
I
\end{array}\right]\right) \neq 0
$$

Hence, the result in (26) follows from a procedure similar to that of (25). This completes the proof of the theorem.

Remark 3.1. Theorem 3.2 presents two criteria for the robust stability problem. If $q \geqslant p$, we can choose (25) to avoid higher-dimensional computations; otherwise, choose (26).

## 4. Conclusion

This paper studies the robust stability problem for linear continuous-time interval descriptor systems. It first derives some necessary conditions for the system to be regular, impulse-free and stable. Then, under some constraint on the uncertainties of the derivative matrix, a necessary and sufficient condition is obtained. As for the general case (i.e., no constraint on the derivative matrix), the problem is quite involved and still remains open.

## References

[1] G.J. Balas, J.C. Doyle, K. Glover, A. Packard, R. Smith, $\mu$-Analysis and Synthesis Toolbox, The MathWorks, 1991.
[2] L. Dai, Singular Control Systems, Springer, Berlin, 1989.
[3] C.-H. Fang, F.-R. Chang, Analysis of stability robustness for generalized state-space systems with structured perturbations, Systems Control Lett. 21 (1993) 109-114.
[4] Y.Z. Hu, E.J. Davison, A study of the stability radius for descriptor systems, Proceedings of the 35th CDC, 1996, pp. 4256-4261.
[5] L. Lee, C.-H. Fang, Exact bounds for robust stability of generalized state-space systems with perturbations on derivative state matrix, Proceedings of the 35th CDC, 1996, pp. 4564-4565.
[6] L. Lee, C.-H. Fang, J.-G. Hsieh, Exact unidirectional perturbation bounds for robustness of uncertain generalized state-space systems: continuous-time cases, Automatica 33 (1997) 1923-1927.
[7] J.L. Lin, S.L. Chen, Robust stability analysis of generalized interval systems using structured singular value, Internat. J. Systems Sci. 29 (1997) 199-206.
[8] C. Lin, J.L. Wang, C.B. Soh, Robust structural stability of linear interval descriptor systems, Internat. J. Systems Sci. 30 (12) (1999) 1325-1329.
[9] C. Lin, J.L. Wang, D.H. Wang, C.B. Soh, Robustness of uncertain descriptor systems, Systems Control Lett. 31 (1997) $129-138$.
[10] W.Q. Liu, W.Y. Yan, K.L. Teo, On initial instantaneous jumps of singular systems, IEEE Trans. Automat. Control 40 (1995) 1650-1655.
[11] L. Qiu, E.J. Davison, The stability robustness of generalized eigenvalues, IEEE Trans. Automat. Control 37 (1992) $886-891$.
[12] C.B. Soh, Robust stability of dynamic interval systems, Control Theory Adv. Tech. 10 (1994) 73-80.
[13] G.C. Verghese, B.C. Levy, T. Kailath, A generalized state-space for singular systems, IEEE Trans. Automat. Control 26 (1981) 811-831.
[14] K. Wei, Quadratic stabilizability of linear systems with structural independent time-varying uncertainties, IEEE Trans. Automat. Control 35 (1990) 268-277.
[15] K. Zhou, J.C. Doyle, K. Glover, Robust and Optimal Control, Prentice-Hall, Upper Saddle River, NJ, 1996.


[^0]:    ${ }^{2}$ The work is partially supported by HKU CRCG Grant No. 10203013.

    * Correspondence address: Department of Electrical and Computer Engineering, National University of Singapore, Singapore 119260, Singapore.

    E-mail addresses: linchong@mail.com (C. Lin), jlam@hku.hk (J. Lam), ejlwang@ntu.edu.sg (J. Wang), egyang@ntu.edu.sg (G.-H. Yang).

